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*Abstract*—Authorship Attribution is available through multiple methods. The methods included in this paper are “K-Nearest Neighbor”, “K-Nearest Neighbor (Distance Weighted)”, and a General Regression Neural Network. The KNN algorithm uses the shortest distance from the query instance to the training element to then predict the output. DWKNN is very similar to KNN but instead uses a distance-weighted function to give the closest neighbors higher priority (or weighted more heavily). A GRNN uses a set amount of hidden functions (fire strengths) to assist the query instance in predicting the desired output. This paper will outline the process of creating these algorithms to implement our data set.

# INTRODUCTION

Authorship Attribution is done in many different types of data sets and can range widely in size [30]. In our experiment, we use a rather small data set when dealing with only 20+ writing samples. Authorship Attribution can be done with high accuracy rates and high reliability. Our data set contains 5 different authors and this presents us with a small data set. With this being said, covering the same event week to week(i.e. Mississippi State football game), it begins to get a little muddy when allowing the program to predict authors. Optimizing algorithms that have stood the test of time in order to best suit our data set can be tedious but extremely clear. Understanding that, each week all five authors will most definitely include the same key players and more specifically, the same statistics.

Through our genetic algorithms, we were able to optimize each method and create an accuracy rate that would show to be reliable. After trial and error, and working through error rates as high as 92%, the roadblocks began to reveal themselves. Understanding how each method works through the data set was imperative in gaining a lower error rate. Repeatability was the main theme in fixing our issues. Eliminating repeated articles and same authors that are about the same games finally allowed for our programs to run with high accuracy.

# Methodology

For our DWKNN algorithm, the baseline was unsurprisingly inaccurate due to our data set being so messy and arbitrary. The best way to optimize the algorithm was to remove any unnecessary articles that related to the same games. Since the author we're querying for doesn't have an article for the same game, this gave an unfair advantage to the other authors with articles of the same week. Another optimization we used in DWKNN is giving each author a weight, using a Gaussian distribution. This gave the program a higher success rate in order to find the correct author. Understanding how to optimize this algorithm was honestly very simple. In a general sense, a clearer picture was painted so that there was an obvious choice for each training element.

For KNN, the optimization was slightly similar but deals with maximum distances for the k-neighborhood. This limits the distance required to go since there is a boundary on the lengths at which the query must go to predict the outcome. Accuracy was abysmal to begin with, but after optimization it was improved by approximately 10% when k=3 and k=5.

With the GRNN, a genetic algorithm is created to optimize the direct outputs of the training set for the lowest possible error percentage. This algorithm will create random individuals based off of a Gaussian distribution and will use these individuals to update the desired output vector. It performs this action so that the success rate will be increased.

# Experiment

We wrote our genetic algorithms in Python, and we gave it two datasets to traverse, our CASIS-25 dataset and our SEC Sports Writer Dataset (Mississippi State)[1 2 3 4 5 6 7 8 9 10 11 12 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29]. All three algorithms take in and read each data set to perform whichever method. Each algorithm has been optimized in its own way and improvements have been made. This is exciting, but the optimizations still leave room for error.

For DWKNN, the CASIS-25 dataset is read in first using the baseline version of DWKNN. The success rates will be recorded. Next, the Sports Writer dataset will be read and ran through the baseline DWKNN with success rates being outputted. Finally, the Sports Writer dataset will be ran through the optimized version of DWKNN to show the improvements in success rates [...].

For KNN, the same process is done as it is in DWKNN. CASIS-25 is the beginning dataset to be ran through the baseline version KNN, with error and success rates being outputted. After this, the Sports Writer dataset will be put through the baseline KNN and the error/success rates will be presented. Lastly, the Sports Writer dataset will go through the optimized KNN and the improved success rates will be shown [...].

With the GRNN, the genetic algorithm (as mentioned above) will only work on the Sports Writer dataset. Once again, CASIS-25 will be ran through the GRNN and the success rates of predicted output will be created. Then the Sports Writer dataset will be read and ran by the GRNN, this is the baseline version. To finish off this portion of the experiment, the GRNN will once again read in the Sports Writer dataset but it will run it through the optimized version of the GRNN which will create better success rates [...] With the optimized version of the GRNN, the results do vary. In the best case scenario, the error will be 0%, but in the worst case it will be the baseline percentages. This is a display of inconsistency with the GRNN. Naturally, this will happen when creating individuals with a random number from a Gaussian distribution.

Our results are consistent with KNN and DWKNN, but the inconsistency does leave the door open to different possibilities when optimizing the GRNN.

# Results

DWKNN:

CASIS-25

K = 1 => error: 50.0  - success 50.0

K = 3 => error: 48.0  - success 52.0

K = 5 => error: 44.0  - success 56.00000000000001

K = 99 => error: 53.0  - success 47.0

Sports Writer (baseline)

K = 1 => error: 53.84615384615385  - success: 46.15384615384615

K = 3 => error: 53.84615384615385  - success: 46.15384615384615

K = 5 => error: 65.38461538461539  - success: 34.61538461538461

K = 25 => error: 65.38461538461539  - success: 34.61538461538461

Sports Writer (optimized)

K = 1 => error: 7.6923076923076925  - success: 92.3076923076923

K = 3 => error: 19.230769230769234  - success: 80.76923076923077

K = 5 => error: 23.076923076923077  - success: 76.92307692307692

K = 21 => error: 15.38461538461538 - success: 84.61538461538461

KNN:

CASIS-25

K = 1 =>  error: 50.0%, success: 50.0%

K = 3 =>  error: 55.0%, success: 44.999999999999996%

K = 5 =>  error: 54.0%, success: 45.999999999999996%

K = 99 =>  error: 100.0%, success: 0.0%

Sports Writer (baseline)

K = 1 =>  error: 53.84615384615384%,

success: 46.153846153846156%

K = 3 =>  error: 69.23076923076923%,

success: 30.76923076923077%

K = 5 =>  error: 76.92307692307693%,

success: 23.076923076923073%

K = 25 =>  error: 100.0%,

success: 0.0%

Sports Writer (optimized)

K = 1 =>  error: 53.84615384615384%,

success: 46.153846153846156%

K = 3 =>  error: 61.53846153846154%,

success: 38.46153846153846%

K = 5 =>  error: 65.38461538461539%,

success: 34.615384615384615%

K = 25 =>  error: 61.53846153846154%,

success: 38.46153846153846%

GRNN:

CASIS-25 (sigma = 0.2)

K = 1 => error: 50.0%, success: 50.0%

K = 3 => error: 48.0%, success: 52.0%

K = 5 => error: 45.0%, success: 55.0%

K = n => error: 46.0%, success: 54.0%

Sports Writer (baseline; sigma = 0.03)

K = 1 => error: 53.84615384615385%, success: 46.1538461538%

K = 3 => error: 53.84615384615385%, success: 46.1538461538%

K = 5 => error: 53.84615384615385%, success: 46.1538461538%

K = n => error: 53.84615384615385%, success: 46.1538461538%

Sports Writer (optimized; 20 offspring; sigma = 0.18)

K = 1 => (average after 5 generations) error: 0.0 - 10.0%,

success: 90.0 - 100.0%

K = 3 => (average after 5 generations) error: 3.0 - 20.0%,

success: 80.0 - 97.0%

K = 5 => (average after 5 generations) error: 7.0 - 26.0%,

success: 74.0 - 93.0%

K = n => (average) error: 11.5384%, success: 88.4616%

# Breakdown of Work

**Sarp Aykent:** Programmed DWKNN Algorithm and Optimized DWKNN. Collected data related to success rates of DWKNN.

**Jordan Cox:** Programmed GRNN Algorithm and Optimized GRNN. Assisted in writing paper and revising. Collected data related to success rates of GRNN

**Blake Schilleci:** Programed KNN Algorithm and Optimized KNN. Wrote the paper and collected references and articles for the Sports Writer dataset. Collected data related to success rates of KNN.
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